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big idea #1

design actor’s local state so that

"looking consistent” implies “being consistent”’
P
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big idea #2

don’t ask the crashed node—ask its neighbors!
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